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LOGISTICSLOGISTICS
Assignment 4 due October 14, 2021

Hard deadline on October 16

Small update posted

Kayla’s office hours tomorrow Thursday October 14, 2021: 11am

Assignment 2 grades released: (2.6/2.7/2.8 not graded)

Mean: 22.64 - Median: 23.1 - Min: 7.5 - Max: 24.6 (clipped at 24)

Assignment 3: 45% graded

Midterm 1: 75% graded
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WHAT’S ON THE AGENDA FOR TODAY?WHAT’S ON THE AGENDA FOR TODAY?
Last time: solving least squares

Minimum  solution
Regularized least squares
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WHAT’S ON THE AGENDA FOR TODAY?WHAT’S ON THE AGENDA FOR TODAY?
Last time: solving least squares

Minimum  solution
Regularized least squares

Today
Extension to infinite dimension
Representer theorem

Reading: Romberg, lecture notes 8/9
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RIDGE REGRESSIONRIDGE REGRESSION
We can adapt the regularization approach to the situation of a finite dimension Hilbert space 
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RIDGE REGRESSIONRIDGE REGRESSION
We can adapt the regularization approach to the situation of a finite dimension Hilbert space 

We are penalizing the norm of the entire function 

Using a basis for the space  , and constructing  as earlier, we obtain

with  the Gram matrix for the basis.
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RIDGE REGRESSIONRIDGE REGRESSION
We can adapt the regularization approach to the situation of a finite dimension Hilbert space 

We are penalizing the norm of the entire function 

Using a basis for the space  , and constructing  as earlier, we obtain

with  the Gram matrix for the basis.

If  is invertible, we find the solution as

and we can reconstruct the function as .
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RIDGE REGRESSIONRIDGE REGRESSION
We can adapt the regularization approach to the situation of a finite dimension Hilbert space 

We are penalizing the norm of the entire function 

Using a basis for the space  , and constructing  as earlier, we obtain

with  the Gram matrix for the basis.

If  is invertible, we find the solution as

and we can reconstruct the function as .

If  is well conditioned, the resulting function is not too sensitive to the choice of the basis
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LEAST-SQUARES IN INFINITE DIMENSION HILBERT SPACESLEAST-SQUARES IN INFINITE DIMENSION HILBERT SPACES
In , the problem  has a solution

 is dimension independent! We will be able to extend this to infinite dimensional Hilbert spaces!

Let  be a Hilbert space and let  be the function we are trying to estimate

We will estimate  using noisy observations  with  elements of 
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Let  be a Hilbert space and let  be the function we are trying to estimate

We will estimate  using noisy observations  with  elements of 

This is the equivalent of saying  in finite dimension

Proposition (Representer theorem)

has solution
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LEAST-SQUARES IN INFINITE DIMENSION HILBERT SPACESLEAST-SQUARES IN INFINITE DIMENSION HILBERT SPACES
In , the problem  has a solution

 is dimension independent! We will be able to extend this to infinite dimensional Hilbert spaces!

Let  be a Hilbert space and let  be the function we are trying to estimate

We will estimate  using noisy observations  with  elements of 

This is the equivalent of saying  in finite dimension

Proposition (Representer theorem)

has solution

We will see that the situation of the representer theorem happens in Reproducing Kernel Hilber Space (RKHS)
15 / 15


